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Abstract— The 6G network enables a subnetwork-wide evo-
lution, resulting in a “network of subnetworks”. However, due
to the dynamic mobility of wireless subnetworks, the data trans-
mission of intra-subnetwork and inter-subnetwork will inevitably
interfere with each other, which poses a great challenge to
radio resource management. Moreover, most existing approaches
require the instantaneous channel gain between subnetworks,
which are usually difficult to be collected. To tackle these issues,
in this paper we propose a novel effective intelligent radio
resource management method using multi-agent deep reinforce-
ment learning (MARL), which only needs the sum of received
power, named received signal strength indicator (RSSI), on each
channel instead of channel gains. However, to directly separate
individual interference from RSSI is an almost impossible thing.
To this end, we further propose a novel MARL architecture,
named GA-Net, which integrates a hard attention layer to model
the importance distribution of inter-subnetwork relationships
based on RSSI and excludes the impact of unrelated subnetworks,
and employs a graph attention network with a multi-head
attention layer to exact the features and calculate their weights
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that will impact individual throughput. Experimental results
prove that our proposed framework significantly outperforms
both traditional and MARL-based methods in various aspects.

Index Terms— Graph neural network, interference mitigation,
multi-agent DRL, resource management, subnetwork.

I. INTRODUCTION

THE cellular systems of 2G/3G/4G are designed primarily
for the voice and data service. The fifth-generation (5G)

mobile communication system is the first system designed
to make inroads into the industrial environment. This will
extend the carriers’ and vendors’ business scope to verti-
cal markets, and change their business mode to increase
the income. Recently, the emerging sixth-generation (6G)
technology enables various new revolutionary services, for
example, high-resolution sensing and pervasive mixed reality,
requiring extreme performance in terms of latency (down
to 100 μs), reliability (for life-critical applications), and
throughput (Gbit/s for AR/VR). Owing to the higher reliability,
the lower latency, and the increased data rate in resource
allocation of wireless systems, industrial wireless networks
are expected to supersede the cumbersome traditional wired
industrial network infrastructure like EtherCAT (Ethernet for
Control Automation Technology), Profinet, and the time sensi-
tive network (TSN) solutions. According to the European 6G
white paper [1], the increasing number of end devices will
evolve in a variety of scenarios to be a network of devices,
also known as a subnetwork. Independent and uncoordinated
subnetworks have been identified as a promising solution
for supporting extreme connectivity in recent visions on
6G [2]. The concepts and design principles for such 6G in-
X subnetworks are exhibited in [1]. To further emphasize
the term in-X for inside-everything, the work [3] clarifies
a series of emerging in-X scenes, including in-robots, in-
airplanes, in-vehicles, and in-human bodies. The connectivity
scenarios are various, including static and isolated devices,
as well as interconnected local interactive devices and fast
moving drones or robots, which connect to a common cellular
network.

Fig. 1 depicts several different kinds of in-X subnetworks,
including in-production subnetwork, in-vehicle subnetwork,
in-robot subnetwork and in-body subnetwork. In addition,
Fig. 2 gives an example of subnetworks, each of which
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Fig. 1. An example of 6G in-X subnetworks.

Fig. 2. An example of subnetworks.

connects multiple functional parts, including a controller, some
sensors to gather machine status, and some actuators responsi-
ble for operating the machines. The communications between
controller-sensors and controller-actuators are wireless, which
share the same frequency bands with cellulars. To ensure
high reliability and determinism in both the temporal and
spatial domain, the subnetworks will remain uninterrupted
despite poor or no connection to the wider networks. However,
the rapid moveability of the subnetwork would potentially
trigger highly dynamic interference, which will result in
intolerable high transmission failure rates. In order to mit-
igate such high interference power, effective radio resource
allocation algorithms should be adopted to maximize the
utilization of available multi-dimensional radio resources (such
as frequency band resources and transmission power budgets)
under dynamic interference conditions with ultra-tight delay
constraints. The radio resource management problem is usually
non-convex with NP-hardness, lacking effective combinatorial
universal solutions [4].

To tackle such computationally intractable problems, there
have been many approaches, leveraging techniques in various
fields, for example, geometric programming [5], weighted
minimum mean square optimization [6], game theory [7], [8]
[9], fractional programming [10], information theory [11], [12]
and machine learning [13], [14]. However, in order to enable
dynamic resource allocation optimization, these existing algo-
rithms, no matter conventional Centralized Graph Coloring
(CGC) algorithm [15] or machine learning-based methods,
typically depend on sorts of hardly accessible information in
a real-world network, such as channel gain between any two
subnetworks as there are no direct communications between
them in practice. In addition, the existing methods are difficult
to reason the potential interference relationships between
agents in multiple mobile subnetwork systems. The potential

interference relationship can be understood as the probability
of continuously selecting the same channel and the distance
between subnets, etc.

Recently, deep reinforcement learning (DRL) has demon-
strated its superiority with excellent performance in solving
the problem of radio resource allocation [16], [17]. Although
a variety of excellent approaches have been proposed, there
still exist some intractable issues in these works. On the one
hand, the existing methods require relying on instantaneous
information, which is difficult to obtain, such as the instanta-
neous channel gain between subnetworks. On the other hand,
as the number of subnetwork grows, the computing complexity
of training will increase dramatically.

Motivated by these observations, in this paper, we propose
a novel framework for dynamic resource allocation in 6G
in-X subnetworks based on multi-agent deep reinforcement
learning (MARL), where each subnetwork is treated as an
agent that automatically learns to refine a reasonable resource
management policy for transmission. Notably, our proposed
framework, which shares historical states and actions of all
subnetworks during centralized training, executes in a distrib-
uted manner and trains in a centralized manner. Moreover, our
proposed DRL-based framework uses RSSI as its input, which
is composed of the intra-subnetwork transmission power and
all the inter-subnetwork interference, instead of instantaneous
channel state information.

However, due to the continuously moving environment,
variable transmitting power levels and time varying fast fading,
the interference is not constant, so it is nearly impossible to
directly separate the individual interference from RSSI. In this
context, our approach models the subnetwork system as a
complete graph and employs a graph neural network (GNN)
combining with two-stage attention networks to effectively
reason the inter-subnetwork relationships. Specifically, our
method utilizes an improved hard attention to eliminate the
impact of the unrelated subnetworks, which is conducive
to decreasing the computing complexity and simplifying the
relationship among subnetworks. Then, GNN represents the
subnetwork system as a time-varying graph, where some edges
with weak correlation will be cut off by the hard attention.
Multi-head attention is used to decouple and reason various
potential interference relations among subnetworks from RSSI.
At last, each subnetwork learns the policy to coordinate
resource allocation. Our approach shares historical and current
state information of all subnetworks instead of only current
state information, which is beneficial to reasoning potential
interference relationship among subnetworks from historical
information during centralized training. It is worth noting that
historical information is not used to make decisions, but only
to help train policies that can make more reasonable decisions.
This paper makes the following key contributions:

• We propose a novel resource management framework
for 6G in-X multi-subnetworks based on MARL, which
can effectively extract the inter-subnetwork interference
relationships from RSSI.

• We propose a new soft actor-critic based training algo-
rithm, which uses RSSI at each spectrum band as the state
input to MARL, without requiring any prior knowledge
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about the hardly accessible information such as source
output power and the channel gains.

• We propose a novel graph attention network, named
GA-Net, by combining a two-stage attention network
and graph neural network, to decouple and reason the
potential interference relations among subnetworks from
RSSI, which is beneficial to learn an intelligent policy
to cooperatively select channels and power levels, and
meanwhile decrease the computational complexity during
centralized training.

• We conduct extensive experiments to show the effective-
ness and efficiency of our approach. Experimental results
prove that our approach outperforms existing schemes.

The rest of this paper is organized as follows. Section II
briefly reviews the related work. Section III and IV present the
preliminary knowledge and system model design, respectively.
The resource allocation problem is formulated as the MARL
model in Section V. Section VI details the design of our pro-
posed approach. Section VII presents performance evaluation
results. Finally, the whole paper concludes in Section VIII.

II. RELATED WORK

In this section, the prior works on radio resource allocation
are briefly investigated and summarized. Generally, the exist-
ing approaches for radio resource allocation can be categorized
into two groups: centralized schemes and distributed schemes.

A. Centralized Schemes

Among the centralized approaches, the work [15] lists
some possible algorithms for subnetwork resource allocation,
including the minimum SINR (signal to interference-plus-
noise ratio) guarantee algorithm, the Nearest Neighbour Con-
flict Avoidance (NNAC) algorithm and the CGC algorithm.
All these are centralized algorithms, on top of the issue
that they can’t access the unavailable channel gains between
subnetworks, they also generate massive data traffic due to
huge data exchange during the iterative resource allocation
optimization. In work [18], [19], the cellular users (CUEs)
rely on the cellular base station (BS) to allocate resources,
and monitor information like the SINR and the channel state
information (CSI). By leveraging the global CSI at BS, the
work [20] proposes an effective wireless resource allocation
algorithm based on graph theory. The work [21] presents
a graph neural network based approach to deal with the
large-scale radio resource management issues. However, such
centralized schemes have a major limitation, that is, the global
network information is required. Worse still, the comput-
ing complexity of these centralized approaches dramatically
rises as the number of subnetworks grows, resulting in an
immense computational burden on base stations. The authors
in [22] apply a centralized deep Q-learning method to achieve
downlink power control, where the agent can obtain the
global network state and make power control decisions for
all transmitters.

B. Distributed Schemes

Aiming to decrease the signaling overhead and the com-
puting load, many distributed resource allocation methods

have been proposed, without any central controllers [23], [24].
In work [25], game theory is applied to model device-to-device
(D2D) pairs, and an auction-based algorithm is proposed
to achieve spectrum resource sharing in a distributed way.
However, this algorithm converges slowly requiring a large
number of iterations, and users need to exchange channel
gain information with each other. DRL methods have shown
significant potentials in resource allocation in recent studies.
The authors in [24] consider a cellular network where users
in each cell get an equal share of the spectrum, and use
deep MARL to complete power control and rate adaptation
to optimize network-wide utility function. The work [26]
applies deep Q-learning to solve the power control problem
aiming to maximize the averaged sum-rate in multi-user
cellular networks. In [27], the authors design a distributed
downlink power control scheme based on deep MARL, where
each transmitter collects observations from its neighbouring
transmitters at each scheduling interval and then makes power
control decisions to maximize the weighted sum-rate.

The work [28] proposes a small base stations state selection
scheme based on multi-agent deep reinforcement learning
to solve the joint optimization problem of massive access
and resource management in Ultra-dense network where
human type communications and machine type communica-
tions coexist. The work [29] proposes a centralized training
reinforcement learning method DRL-CT to solve the problem
of joint resource allocation. In addition, a federated deep
reinforcement learning algorithm which can reduce com-
munication overhead and protect user privacy is proposed
to imitate DRL-CT. The work [30] proposes a multi-agent
deep reinforcement learning algorithm for distributed resource
management and interference mitigation in wireless networks.
In this algorithm, the observation and action space of agents
is scalable, so that the policies trained can be migrated to the
scene with different number of agents. The work [31] proposes
two distributed algorithms based on single agent reinforcement
learning, which is suitable for the media access scenario based
on competition. The algorithm can let the base station choose
the best transmission modulation scheme in each time slot,
so as to maximize the proportional fairness of UE throughput.

III. PRELIMINARIES

In this section, some preliminary background knowledge
about our proposed MARL-based framework is introduced.

A. Multi-Agent Reinforcement Learning

With the burgeoning of reinforcement learning (RL) and
deep learning (DL), RL research has shifted from a single
agent to a more challenging and practical multi-agent. Existing
MARL studies in this area have primarily concentrated on
deriving decentralized policies, which are trained with the
Centralized Training and Decentralized Execution (CTDE)
framework. These methods can be divided into two groups,
namely the learning-for-consensus scheme and the learning-to-
communicate scheme, depending on how the consensus among
multiple agents is derived. For example, MADDPG [32] is a
learning-for-consensus approach, which employs the CTDE
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framework and derives decentralized policies for compet-
itive or cooperative tasks. TarMAC [33] is a learning-to-
communicate approach, which uses an attention network based
to learn communication protocol to make individual decisions.
In work [34], the attention mechanism is introduced to solve
the problem that the learning complexity increases rapidly with
the increase of the number of agents.

The work [35] first proposes VDN, which is a method based
on value function decomposition. However, it simply believes
that the joint Q-value function is the simple addition of local
Q-value functions of other agents. QMIX [36] improves VDN,
where the joint Q-value function is estimated as a complex
nonlinear combination of the local Q-value function of the
agents. Moreover, it is emphasized that the joint Q-value is
monotonic in the local Q-value function. The work [37] is
a further improvement of the VDN and QMIX algorithms,
which first uses the VDN method to obtain the summed local
Q-value function as an approximation of the joint Q-function,
and then fits the difference between the local Q-function and
the joint Q-function. The work [38] adopts a duplex dueling
network architecture to decompose the joint value function,
which makes the q-value function of a single agent approach
the global maximization.

The work [39] proposes a algorithm, which randomly
divides agents into two groups, and counterfactually rea-
sons the utilities of the agent groups based on historical
information, and then uses these imagined utility experi-
ences to improve the prediction of utility functions in the
real environment. The work [40] utilizes self attention to
obtain convolution kernel, and then expands the receptive
field of agents through multi-layer convolution, so as to
obtain a information-condensed state representation, which
is conducive to learning the abstract relationship between
agents. The work [41] proposes an approach, which incorpo-
rates graph neural networks into a multi-agent reinforcement
learning approach based on value function decomposition. The
work [42] proposes a method, which utilizes the self attention
mechanism to learn the relevance graph, and then uses it
together with the state information for reinforcement learning
training. The work [43] proposes a multi-agent reinforcement
learning algorithm that combines hypergrap convolution and
value function decomposition, which explores the relationship
between action values by self-learning hypergraphs.

B. Soft Actor-Critic

Soft Actor-Critic (SAC) [44] is designed to train stochastic
policies, and it introduces the approach of Maximum Entropy
Reinforcement Learning (MERL) to learn a soft value esti-
mate by incorporating an entropy term in the learning value
function, i.e.,

J(π) = Eτ∼π

[ ∞∑
t=0

γtr(st, at) + αH(π(·|st))
]
, (1)

where H(π(·|st)) indicates the entropy of the policy, π is a
policy for mapping observation to action distribution, γ is a
discount factor, τ denotes a trajectory of consecutive states and
actions and α denotes the temperature parameter indicating the

relative importance of the reward and the entropy. Besides,
the AC algorithm’s target Qtarg and policy gradient ∇θJ are
respectively tuned as

Qtarg(st, at)
= r(st, at) + γEat+1∼πθ̂(st+1)[Qψ̂(st+1, at+1)

−αlog(πθ̂(at+1|st+1))], (2)

∇θJ(πθ)
= Est∼D,at∼πθ [∇θlog(πθ(at|st))(αlog(πθ(at|st))

−Qψ(st, at) + b(st))], (3)

where Qψ̂ and πθ̂ are respectively the target Q-value function
and the target policy function, Qψ and πθ are respectively the
Q-value function and the policy function, and D is the replay
buffer. b(st) is a common trick introduced in policy gradient
reinforcement learning to reduce the variance in the learning
process, and it is generally equal to the Q-value function in this
state. The objective of entropy regularization in SAC algorithm
is to maximize the tradeoff between cumulative rewards and
the entropy of policy distribution. Each agent is encouraged
to avoid converging to a locally optimal solution in the stage
of training. To solve the problem of resource allocation,
we extend the SAC algorithm to the multi-subnetwork envi-
ronment and extended to discrete action space to encourage the
subnetworks to find the optimal channels and powers selection
behavior during the training phase, thus leading to obtain
policies that can better cooperate with other subnetworks to
maximize global resource utilization.

C. Soft Attention and Hard Attention

Hard attention and soft attention mechanisms are widely
applied in machine learning systems, for example, natural
language processing and computer vision. The hard attention
mechanism forces a model to only calculate the weights
of important elements, while completely discarding other
elements. However, the hard attention mechanism cannot
be trained through end-to-end backpropagation due to its
selecting elements based on sampling. Therefore, we adopt
the Gumbel Softmax estimator [45] to calculate the weights.
In this paper, we employ an improved hard attention to
exclude other subnetworks with little correlation and reduces
the complexity of the relationship between subnetworks, which
decreases the difficulty of reasoning the interaction relation
between subnetworks and computational complexity during
training. Soft attention calculates the importance distribution
of various influencing elements. In particular, the soft attention
is completely differentiable, so it can be easily trained through
end-to-end backpropagation, where the softmax function is
a commonly used activation function. We utilize multi-head
attention, which can jointly attend to information from differ-
ent representation subspaces, to decouple and reason various
potential interference relations among subnetworks from RSSI.

D. Graph Neural Networks

Graph Neural Network (GNN) is a novel neural network
architecture, which can derive the dependent relationships
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among nodes in the graph via message dissemination among
graph nodes. Therefore, GNN can effectively address the
learning problem using a graphic architecture. One of the
most representative graph neural networks is Message Passing
Neural Network (MPNN), in which each vertex integrates the
feature information received from adjacent vertex to obtain
the hidden state embedding depending on graph perception.
In practical terms, the hidden state embedding of each node is
updated iteratively through gathering state information from
its adjacent nodes. In this paper, GNN is used to represent
the subnetwork system as a time-varying graph, and then
a two-stage attention mechanism is utilized to simplify the
graph and extract the potential interference relationship among
subnetworks from multiple dimensions.

To sum up, currently, MARL algorithms with attention
mechanisms and GNN have been gradually adopted to deal
with the resource management problems. Instead of directly
using the existing MARL algorithm, in order to maximize
the efficiency of radio resource management, we propose a
novel MARL algorithm with some purposeful improvements,
which are mainly reflected in the following three aspects.
Firstly, during centralized training, our method utilizes GRU to
fuse the current observation and historical information of the
agent to obtain an information-condensed state representation
as critic input, which provides rich information for inferring
potential interference between agents. Secondly, our method
combines GRU and Gumbel softmax estimator to form a
hard attention module, which can generate the weight of 0 or
1 and realize the back propagation of the gradient at the same
time, so as to overcome the limitation that hard attention
can not obtain the gradient. Thirdly, our method integrates
the multi head attention mechanism in GAT to form multiple
subgraphs with different attention weights for each agent,
so that our method can infer a variety of potential interference
relationships.

IV. SUBNETWORK SYSTEM MODEL

This section elaborates the model of subnetworks, where
a variety of connectivity scenarios are considered, including
subnetwork of static devices, fast moving devices (e.g. drones),
isolated devices, and local interacting devices. Within a sub-
network, the orthogonality of communication links should be
guaranteed to ensure extreme communication performance.
However, multiple subnetworks share the same frequency
ranges, resulting in intense competition for resources. Sup-
pose that there are N subnetworks, and each subnetwork
i ∈ {1, 2, . . . , N} contains a controller (i.e., AP), K sensors,
and K actuators. The controller is expected to regularly gather
data from the sensors, and control the actuators periodically.
The total bandwidth is partitioned into M channels, and each
subnetwork needs a channel for intra-subnetwork communica-
tions. Fig. 2 depicts an example of subnetworks.

Considering a TDD system, for intra-subnetwork commu-
nication, each channel will be divided into K orthogonal
OFDM subcarriers, where each subcarrier is occupied by one
actuator and one sensor for downlink (DL) and uplink (UL)
transmission so that there isn’t intra-subnetwork interference.

For intra-subnetwork communication, the DL is from the
controller to actuators and the UL is from sensors to controller.
The controller continuously performs sensing the RSSI on
every channel for every transmission time interval (TTI), and
decides to select a suitable channel αi(t) = {1, 2, . . . ,M}
for intra-subnetwork data exchange. Here, RSSI is the total
received power, which can be easily calculated in the commu-
nication system. The channel occupation indicator θi(m, t) is
defined as

θi(m, t) =

{
1, if αi(t) = m

0, otherwise.,
(4)

where θi(m, t) = 1 indicates the channel m is selected by the
subnetwork i at time t.

When the subnetworks move, the interference is always
changing. For intra-subnetwork transmission, every data
packet is assumed to be mapped into a fixed payload, and the
transmissions are periodically performed. Per the reliability
requirement of the subnetwork, the objective is to design
the power control and resource management scheme in every
TTI to maximize the subnetwork payload delivery probability
within a time budget T as

Pr

{
T∑
t=1

M∑
m=1

θi(m, t)Ĉi(m, t) ≥ B

Δt

}
i ∈ {1, 2, . . . , N},

(5)

where Ĉi(m, t) is the channel capacity of the m-th channel
at time t. B denotes the size of payloads that are periodically
generated by the local service of subnetworks in bits, and Δt
is the channel coherence time.

As the TDD frame structure is symmetric [15], we suppose
that the DL channel capacity CDLi (m, t) is the same as UL
CULi (m, t), so that

CDLi (m, t) = CULi (m, t) = Ĉi(m, t). (6)

According to Shannon’s theorem, the maximal UL data rate
CULi (m) between the controller and the k-th sensor is defined
as

CULi (m, t) = W log2(1 + ξULi (m, t)), (7)

where W is the bandwidth of each subcarrier for sen-
sor/actuator. ξULi (m) is the UL’s Signal to Interference plus
Noise Ratio (SINR) of the i-th subnetwork on channel m.

For the i-th subnetwork, the intra-subnetwork signal power
received by AP on channel m is computed as

PULi (m, t) =
K∑
k=1

P seik (m)gULik (m)θi(m, t), (8)

where P seik (m) is the output power of the k-th sensor in the
i-th subnetwork on channel m, and gULik (m) is the channel
gain between the controller and its k-th sensor at channel m.
For each subnetwork, P seik (m) is a constant, and gULik (m) can
be calculated by channel estimation.

We use RSSIn(m) to denote the RSSI of m-th subnetwork,
and it consists of intra-subnetwork signal, inter-subnetwork
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interference and the noise. It can be calculated as

RSSIi(m) =
K∑
k=1

P seik (m)gULik (m)θi(m, t)

+
N∑

j=1,j �=i
P sj (m, t)gssij (m)θi(m, t) + σ2. (9)

Here P sj (m, t) is the transmission power of j-th subnetwork
on channel m. gssij (m) denotes the instantaneous channel
gain between the i-th and the j-th subnetworks, and σ2 is
the system random noise. It’s noteworthy that there is no
direct communication between subnetworks, so the channel
gain gssij (m) is difficult to get, especially in the real industry
environment.

Although the instantaneous inter-subnetwork channel gain
gssij (m) varies continuously due to the dynamic movement and
can’t be obtained in most subnetwork application scenarios,
the UL SINR still ξULi (m) can be calculated as

ξULi (m) =
P seik (m)gULik (m)∑N

j=1,j �=i P
s
j (m)gssij (m) + σ2

=
∑K
k=1 P

se
ik (m)gULik (m)θi(m, t)

RSSIi(m) − ∑K
k=1 P

se
ik (m)gULik (m)θi(m, t)

,

(10)

After that, we can know the channel capacity. But for
each subnetwork, without other subnetwork’s information of
transmission power, channel selection and channel gain, it’s
really a challenging problem to learn the accurate action policy
for collision avoidance only with its local RSSI.

V. MARL MODEL FOR RESOURCE

MANAGEMENT OF SUBNETWORKS

In this work, we formulate the MARL problem as a
partially observable Markov game (POMG) problem upon the
wireless network, which extends the Markov decision process
(MDP) to a multi-agent scenario. In this section, we first
briefly introduce the POMG, and then formulate the mobile
subnetwork environment as the multi-agent model, where each
subnetwork acts as an agent.

A. POMG Model

Here, we consider the POMG model in a wireless network
environment, which extends the partially observable Markov
decision process to a N -agent game. To avoid ambiguity, in the
following, bold notations are used to denote global variables or
joint variables. An N -agent Markov is formalized by a tuple
(N,S, {Ai}ni=1 , {Rti}ni=1 , T ), in which S denotes the state
space, and Ai indicates the action space of agent i, supposed
to be the same for all subnetwork agents. The reward function
of subnetwork agent i is Rti . Let A = A1×A2×· · ·×An be the
joint action space. Rti : S ×A→ R is the reward function of
agent i. Besides, T : S×A×S → [0, 1] is the state transition
function, which determines the probability distribution of the
next possible state, depending on the current states and actions
of all agents. In addition, a partially observable problem is
considered, where agent i receives a local observation. Each

agent learns a policy π : Oi → P (Ai) that maps local
observations of subnetwork agent i to a probability distribution
of its actions. The ultimate objective of learning is to explore
an optimal policy πi, which can maximize their expected
cumulative discounted rewards Ji(πi) that can be formulated
as:

Ji(πi) = Ea∼π1,...,πN ,s∼T

[ ∞∑
t=0

γtRti(st,at)

]
, (11)

where γ ∈ [0, 1) represents the discount factor, and st and at
represent states and actions of all subnetworks, respectively.
Note that the optimal policy of the agent i, as well as the
resulting Ji, are determined by the actions of all agents.

In a wireless network system, the non-stationarity of the net-
work environment is greatly affected by the states and policies
of neighbors, as the influence of each agent will indirectly
spread to the whole network system. Therefore, to derive
environmental stability, when selecting actions each mobile
subnetwork must consider the influence of the behaviors of
other subnetworks in a mobile subnetwork system.

B. Environment Model

Considering the scenario of resource management for sub-
networks, as depicted in Fig. 2, multiple subnetworks compete
to access limited spectrums with a certain power level, which
can be modeled as a MARL problem. In the MARL model,
the subnetwork takes an action in accordance with a policy
and interacts with the communication environment. Firstly,
the subnetwork agent observes a state st belonging to the
state space S. Then, an action at (selecting power level and
channel) is taken according to the policy π, leading to a
new state st+1 with a reward rt. It is worth noting that our
proposed MARL-based method is a centralized critic learning
framework, but the learned policies are executed distributedly.
The key elements of our MARL-based resource management
scheme are described in detail as below.

1) State and Observation Space: In a real environment, the
global states (e.g. global channel conditions and the behaviors
of all agents), are unknown for individual subnetwork agents.
With the observation function, each subnetwork agent can
only learn the knowledge of the physical environment through
the limited observation space. It is difficult for a subnetwork
to know other agents’ transmission power and channel gain,
but easy to obtain the overall interference power at each
spectrum band. Therefore, in our approach, the observation
space of a subnetwork agent i contains the RSSI at per
channel, where RSSI is composed of the known traffic signal
and the total interference from all other agents. Compared with
other existing MARL-based algorithms, in our approach, RSSI
only offers the partial inference information. Meanwhile, the
remaining traffic payload Bi, the action A(t−1)

i at the previous
time step, and the remaining time budget Ti are contained
in the agent’s local observation space to better capture the
queuing status of each subnetwork. Therefore, the observations
Oi(St) of an agent i at time t can be summarized as:

Oi(St) = {A(t−1)
i , Bi, Ti, {RSSIi(m)}m∈{1,2,...,M}}. (12)

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on May 11,2023 at 13:10:55 UTC from IEEE Xplore.  Restrictions apply. 



1906 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 3, MARCH 2023

2) Action: The resource management design of subnetworks
is essentially the channel selection and power control of
subnetworks. In other words, the subnetwork takes an action,
which is composed of channel selection and power control,
based on the policy trained by our approach. In this work,
subnetwork transmission power takes a discrete value, which
is limited to three levels, namely, [10, 0, −114] dBm. Note
that there will be no transmission power when −114 dBm is
chosen. Consequently, the action space dimension is computed
as M ×β when the number of sets of optional channels is M
and there are β levels transmission power.

3) Reward Function Design: An appropriate reward func-
tion should be designed in line with the specific task to
ensure the task to be well accomplished in the MARL
problem. Each agent is expected to make decisions that
could maximize rewards based on the interaction with the
environment. Therefore, we design a tailored reward function
to solve the subnetwork resource management problem as
described in Section IV. Our goal is to maximize the chance
of successfully accomplishing payload transmission within
a certain time constraint T . To achieve this goal, for each
subnetwork agent i, if there are still remaining payloads Bi
to be transmitted at time t, the reward Rti is calculated as
the sum of transmission rate Ĉti of channels selected by
the subnetwork divided by the target payload Li. Other-
wise, the reward will be a constant value η, which is greater
than the maximum possible subnetwork transmission rate.
Therefore, the reward function Rti is expressed as:

Rti =

{∑M
m=1 θi(m, t)Ĉ

t
i (m)/Li, if Bi ≥ 0,

η, otherwise.
(13)

In this MARL model, the objective of learning is to obtain an
optimal policy π∗, which can map the states in state space
to the probabilities of actions in action space, targeting at
maximizing the expected cumulative reward from an initial
state s. A larger cumulative reward translates into a faster
transmission rate and a smaller link outage ratio.

VI. MARL BASED ON GNN AND ATTENTION FOR

RESOURCE MANAGEMENT

In this paper, we aim to solve the cooperative resource
management problem of a subnetwork system, which can be
formulated as a MARL problem. To overcome the intrin-
sic non-stationarity of multi-agent environment, inspired by
the prior works about deep MARL [46], [47] [35], [36],
a centralized training and distributed execution paradigm is
adopted in our solution. Our approach is an extension of
SAC [44], where each subnetwork is treated as an autonomous
agent with two networks, critic and policy, just like the
multi-agent algorithm MADDPG [32]. Our approach allows
subnetworks to utilize other subnetworks’ states and actions
to train policies, which is conducive to overcoming the
instability of the multi-agent environment and coordinating
the cooperation among subnetworks, during the centralized
training process. To leverage the powerful coding capability of
GNN, we first formulate the interference relationships between
subnetworks as a graph model G, in which each vertex

denotes a subnetwork agent and the potential interference
relationship between mobile subnetworks are indicated as
edges. Intuitively, different subnetwork agents have distinct
importance to other agents. For example, if a subnetwork node
i has selected the same channel as another node j, then the
node j obviously has higher importance than other nodes.
To reason the relations between all subnetworks, which are
used to simplify the learning process, in this work, a new
attention-based GNN, named GA-Net, is developed. GA-Net
can be leveraged to decouple and reason potential relationship
among subnetworks from the historical information of mobile
subnetworks, which will contribute to learning a critic for each
subnetwork agent through selective attention to features of
other subnetwork agents.

In addition, to avoid excessive computational overhead
during the training process, the centralized training process
is shifted to the BS, where each agent’s critic, as an evaluator
of action quality, can be augmented with additional historical
information of other subnetworks uploaded to BS. The his-
torical information of subnetworks provides a richer basis for
reasoning various potential relationships among subnetworks
from RSSI. After the completion of centralized training,
a subnetwork i fetches the trained parameters of the target
policy network from BS, and integrates them into its policy
network i in the distributed execution phase. Then, the policy
i chooses the optimal action (selection of channel and power
level) ati according to the state sti, which is obtained by the
subnetwork i. The environment will return a reward Rti when
the subnetwork i takes the action ati.

Furthermore, based on the attention network and GNN,
we put forward a novel game scheme, named GA-Net. In prac-
tical terms, GA-Net formalizes the game states as a graph
and computes the node state embedding of each subnetwork
to represent the subnetwork’s status by decoupling and rea-
soning various potential relations among subnetworks from
RSSI. In addition, the historical information of subnetworks
is beneficial to fully evaluate the potential impact among sub-
networks. Specifically, GA-Net is composed of an improved
hard attention layer and a graph attention network (GAT) [48]
layer enhanced with multi-head attention, where the improved
hard attention is utilized to exclude the impact of unrelated
subnetworks to decrease the computational complexity during
training, and the multi-head attention is leveraged to decouple
and reason various potential relationships among subnetworks
to obtain an information-condensed joint state encoding using
GNN. Moreover, our approach extends the SAC framework
to multi-agent environments and employs GA-Net to train a
critic for each agent, aiming to learn how to cooperate to
optimize resource management. Fig. 3 gives an overview of
our approach.

A. GA-Net Based Attention

Inspired by the attention mechanism, we decouple and
reason various potential relationships among subnetworks
through paying selective attention to various features of other
subnetworks, which is conducive to training an augmented
critic for each subnetwork.
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Fig. 3. An overview of our proposed framework.

In this context, we propose the GA-Net game algorithm,
which is beneficial to decrease the computing complexity
and reason the potential relationships among subnetworks
by the aid of an improved hard-attention and multi-head
self attention. The potential inference relationships among
subnetworks are modeled as a graph model G. We consider
a partially observable scene, where each agent i receives a
current observation oti at each time step t. First, the current
observation oti of subnetwork i is encoded into state encoding
sti by multilayer perceptron (MLP). The current state code sti
of the subnetwork i and its state code at the previous K times
are encoded to eti by Gate Recurrent Unit (GRU). Then, the
state encoding eti is used to learn the interference relationships
among subnetworks by GA-Net networks, resulting in a
high-level state encoding, which fuses contributions from other
subnetworks. To simplify the representation, oti , s

t
i and eti

are simplified as oi, si and ei, respectively. Notably, ei is
fed into GAT and hard attention as input. On the one hand,
as hard attention can generate a one-hot vector as an output,
thus we can train a hard attention layer to get which sub-
networks have potential interference relationships with each
other. Through the hard attention mechanism, the relationships
among subnetworks are simplified and a sub-graph Gi for
subnetwork i, in which only the subnetworks needing to
interact with subnetworks i are connected within the graph
Gi, can be obtained. On the other hand, each subnetwork
has a different degree of relevance to a specific subnetwork,
which means each edge of the graph Gi has different weights.
At the same time, the interference between subnetworks can
be affected by multiple factors and multi-head attention can
be utilized to extract various representation from various state
feature sub-spaces. Therefore, for sub-graph Gi, a GAT layer
with multi-head attention is trained to learn the weights of
subnetworks to subnetwork i in different state feature sub-
spaces, obtaining the joint state encoding of agent i that
contains the contributions of all other subnetworks to the
subnetwork i. Through joint state encoding, better decisions
can be achieved in our approach.

In this work, the hard-attention, as depicted in Fig. 4(a),
uses a GRU to achieve the weights of edges, which determine
whether there is an interaction between subnetworks, and

Fig. 4. The network structure of hard attention and multi-head attention.

outputs a weight Wh ∈ {0, 1} for the edge of the subnetwork
in each time step. Specifically, for subnetwork i, we first input
the state encoding ei and ej fused with historical information
into the GRU network layer following

hij = h(GRU(ei, ej)), (14)

where h(·) is a fully connected layer for state encoding. Tradi-
tional GRU networks cannot make full use of all subnetworks’
feature information due to a reasonable and short-sighted fact
that the sequence of subnetworks plays a pivotal role in the
procedure. Therefore, we use the bidirectional GRU (BiGRU)
model, instead of traditional GRU, so that the relationship
between subnetwork i and j also depends on states of other
subnetworks. In addition, as the hard-attention often cannot
achieve back-propagation of gradients, we use gumbel-softmax
function to address it. Hence, the hard-attention weight value
W i,j
h of the edge linking agent i and j can be calculated as

W i,j
h = gumbel(hij), (15)

where gumbel(·) indicates the gumbel-softmax function. For
each subnetwork i, the hard-attention mechanism can be lever-
aged to help derive a sub-graphGi, in which subnetwork i only
connects with the subnetworks that can help the subnetwork i
choose the optimal action.

Subsequently, for subnetwork i, the GAT with multi-head
attention is employed to derive a joint state encoding. First,
multi-head attention, as shown in Fig. 4(b), is used to com-
pute the weights of other subnetworks for subnetwork i.
Specifically, the m-th head uses a separate set of parameters
(Wm

k ,W
m
q ,W

m
v ) to compute a ‘query’ Qmi = Wm

q ei, a ‘key’
Km
i = Wm

k ei and a ‘value’ V mi = Wm
v ei. After a query-key

pair (Qmj , V
m
j ) from another subnetwork j in Gi is received,

the subnetwork i aggregates the states encoding of other
subnetworks with the weight wmi,j = softmax(Q

m
i (Km

i )
dk

). The
dk represents the dimensionality of the key Km

i , which is
used to prevent the gradient from vanishing. Note that the
parameters (Wm

k , Wm
q , Wm

v ) are shared across all subnet-
works. Then, we can use GNN to compute an aggregated
contribution encoding V mo from all other subnetworks in Gi
through calculating a weighted sum of the ‘values’ of other
subnetworks. Ultimately, the contributions encoding from all
heads are concatenated as a state embedding ĥi:

ĥi = ||Lm=1σ(
∑
j∈Gi

wmijW
msi), (16)
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where Wm denotes trainable parameters, L represents the
number of attention heads, σ is a nonlinear function, and ||
represents the connecting state encoding.

To sum up, through the hard attention layer, we get a
simplified graph, where each subnetwork only connects to
the subnetworks that need to interact with certain importance
weight in the graph G, which excludes the impact of unrelated
subnetworks and is conducive to decreasing the computing
complexity. For each subnetwork i, we utilize GAT with
multi-head attention to achieve an aggregated contribution
encoding from all other subnetworks through calculating a
weighted sum of the values of other subnetwork in Gi and
concatenate the contributions encoding from all heads as a
single vector ĥi. Eventually, the subnetwork i updates its state
encoding by using a neural network to conduct a non-linear
transformation of the current state encoding cascaded with ĥi.

B. Learning Critics With GA-Net

In order to compute the Q-value function Qθi(s, a) for
subnetwork agent i, the observations s = (s1, . . . sN ) and
actions a = (a1, . . . aN) are used as input to the critic for
all subnetworks. Qθi(s,a) is a value function of subnetwork
agent state that combines observation and action with other
subnetwork agents’ contribution ĥi:

Qθi(s,a) = hi(fi(si, ai), ĥi), (17)

where hi and fi are MLPs. ĥi is calculated using Eq. (16),
which is state encoding based on GA-Net.

Through minimizing the joint regression loss function, the
critics of all subnetwork agents are updated together following

L(θi) =
N∑
i=1

E(s,a,r,s′)∼D[(Qθi(s,a) − yi)2], (18)

where

yi = ri + γEa′∼πψ̄(s′)[Qθ̄i(s
′,a′) − αlog(πψ̄i(a

′
i|s′i))], (19)

where Qθ̄i and πψ̄i represent the target critic and target policy,
respectively. α is the temperature parameter, which is used
to balance the maximum entropy and reward. The individual
policies are updated by gradient ascent:

∇ψiJ(πψi)
= Es∼D,a∼π[∇ψi log(πψi(ai|oi))

×(−αlog(πψi(ai|si))) +Qθi(s,a) − b(s,a\i)], (20)

where b(s,a\i) indicates the baseline that is used to compute
the advantage function. It is noteworthy that aiming to compute
the gradient estimation of subnetwork agent i, all actions a are
sampled from the current policies of all subnetwork agents
rather than the replay buffer, and the gradient estimation can
be coordinated according to their current policies.

To address the multi-agent credit assignment problem,
we compute an advantage function that utilizes the baseline
by marginalizing out the specific action of the agent from Q-
value. That is, when the actions of all other agents are fixed,
by comparing the value of a specific action with the average
value of all possible actions of the agent, we can know whether

the specific action will result in an increase in the expected
reward, or whether the increase in reward is attributable to the
actions of other agents. The advantage function is defined as
below:

Ai(s, a) = Qθi(s, a) − b(s, a\i), (21)

where

b(s, a\i) = Eai∼πψi (oi)[Qθi(s, (ai, a\i))]. (22)

C. Training and Execution

In this work, the policy is trained using the Soft Actor-Critic
algorithm, which is an off-policy and actor-critic method.
Owing to that the mobile subnetwork has weaker computing
power than the BS, the training process of our algorithm
is centrally conducted at the BS. Thus, only the trained
parameters of the target policy network need to be downloaded
from the base station, and the subnetwork only follows the
policy to carry out during the phase of distributed execution.
The training algorithm is shown in Algorithm 1.

Algorithm 1 Training Algorithm
Input: Initial parameters of policy and critic network.
Output: The parameters of target policy network.

1 Initial replay buffer, D;
2 for episode ∈ [1, ..n] do
3 Reset the environment with the initial state, and get

initial si for each agent i;
4 for t ∈ [1 . . . T ] steps per episode do
5 Sample actions ati ∼ π(·|sti) for each subnetwork, i;
6 Execute actions in environment and get si ri for

all subnetworks;
7 Store the tuples (st, at, rt, st+1) for all

environments in D;
8 Sample a random minibatch B from replay buffer

D;
9 Update the critic network by minimizing the loss

using ∇LQ(θ) and Adam [49];
10 Update the policy network applying the sampled

policy gradient and Adam based on Eq. (20);
11 Update target parameters:
12 θ = τθ + (l − τ)θ, ψ = τψ + (l − τ)ψ.
13 end
14 end

The execution algorithm is shown in Algorithm 2. The
subnetworks first download the parameters of target networks
from the BS and load parameters of the target networks to the
actor networks. Then, the actor networks of all subnetworks
select actions with observation as input.

VII. PERFORMANCE EVALUATION

To validate the effectiveness and efficiency of our proposed
MARL-based resource management approach, in this section
we conduct comprehensive experiments and compare with
both traditional approaches and DRL-based approaches.
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Algorithm 2 Execution Algorithm

Input: Target policy network parameters ψ;
1 The actor networks of all subnetworks load network

parameters from target actor networks;
2 All subnetworks receive their initial observation state

s0 = {s10, s20, s30 . . .};
3 for t ∈ [1 . . . T ] steps do
4 All subnetworks select actions at = {at0, at1, at2 . . .}

according to the actor networks;
5 All subnetworks execute at and get the current

reward rt and the new state st.
6 end

Fig. 5. The simulation environment.

A. Simulation Settings

We consider a network with multiple subnetworks in our
simulation environment, as shown in Fig. 5, which is similar
to the case defined in 3GPP-36.885. The available channels are
assumed to be limited. For each transmission of subnetworks,
a fixed payload is mapped into a single OFDM channel. The
simulation parameters are summarized in Table I.

We use the indoor channel model (i.e., InF-DL) defined
in 3GPP-38.901 [50] for simulation, where fast fading varies
with time steps. Each subnetwork moves along the road at a
random speed v = 2 ∼ 3 m/s. When the subnetworks reach
the crossroad, there is 50% chance to go straight, and 25%
chance to turn left or right, respectively. The TTI is set to be
1 ms. The state encoder of the subnetwork takes 32-dim states
as output. Both actor and critic networks in our framework
are three ReLU fully connected layers, where two hidden
layers have 64 and 32 neurons, respectively. The attention
module uses 32-dimensional queries, keys, and values to derive
attentions. All parameters are trained using Adam Optimizer.
The learning rates of actor and critic are set to be 0.0001 and
0.001, respectively. The discount factor of reward is set to be
0.9. The receiver’s noise figure is 5 dB. The resource allocation
policy is trained using the Algorithm 1 on a virtual machine
with an Nvidia Tesla P100 graphics card on the Google Colab
platform [51].

TABLE I

SUMMARY OF NOTATIONS

B. Compared Algorithms

To fully validate the effectiveness of the proposed approach,
we compare our approach with other four approaches:
i) Random Baseline, which selects the channel and transmis-
sion power for each subnetwork in a random manner at each
time step; ii) Dynamic Greedy Algorithm (DGA) [15], which
selects the channel with least RSSI every time interval, and
the transmission power is always the maximal. iii) AC [52],
which is the most classic deep RL method and can handle
continuous action space; iv) MADDPG [32], which can obtain
global knowledge and deal with discrete action spaces with
Gumbel-Softmax; v) GA-Net w/o Hard Attn, which is GA-Net
without hard attention; vi) GA-Net w/o Attn, which is GA-Net
without hard attention and soft attention; vii) QMIX, which is
a state-of-the-art multi-agent reinforcement learning algorithm
based on value function decomposition.

C. Experimental Results

The evaluation results will be demonstrated with respect to
various performance metrics, including the convergence speed,
episode reward, outage probability of subnetwork. In addition,
we provide an in-depth analysis of the channel and power level
selection directed by the policy learned through our approach.

• Convergence speed: the rate of convergence to the mini-
mum return during training.

• Episode reward: the reward of each episode.
• Outage probability of subnetwork: the probability of data

transmission failure. It is evaluated under two differ-
ent scenarios: variable subnetwork densities with fixed
channel bandwidth, and fixed subnetwork density with
variable channel bandwidth.

• Channel and power selection: this reveals what GA-Net
based MARL learns from the RSSI to a specific action.

First, we will analyze the coordination process of policy
trained by our approach, which is used to select channel
and power level for multiple subnetworks within coherence
time. To analyze how multiple subnetworks coordinate the
selection of channel and power level to maximize resource
utilization, we select an episode, in which the policy trained by
our approach enables all subnetworks to successfully deliver
the data. Moreover, for the sake of clearer demonstration,
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Fig. 6. Channel and power selection within coherence time.

Fig. 7. The remaining payload of each subnetwork within an episode.

we select a scenario with 4 subnetworks and 3 channels, the
target payloads are all 34K bits. Fig. 6 shows the experimental
results of channel and power selection within coherence time,
i.e, T = 100ms, for all subnetworks. It can be observed
that subnetwork 2 and 3 select one channel separately, which
is not shared with other subnetworks in the first 35 time
steps, and select the maximum power level. Meanwhile,
subnetworks 1 and 4 choose the same channel as the number
of channels are less than the number of subnetworks. However,
subnetwork 1 selects the maximum power level while subnet-
work 4 selects the minimum power level, which leads to the
least interference and makes better usage of the channel to get
the maximum total throughput. At 35-th time step, subnetwork
4 adjusts its own power level to the minimum, encouraging
other subnetworks with the same channel to transmit data
with higher data rate. While subnetwork 3 preempts channel
1, subnetwork 2 occupies the channel 2. Fig.7 depicts the
detailed remaining payload within an episode as shown in
Fig. 6. It can be seen that the payload transmission of
subnetwork 4 is finished earlier at the 35-th time step. Then,
subnetwork 1 and 2 complete data transmission successively.
Ultimately, subnetwork 3 is the latest one to complete payload
transmission. From another perspective, subnetwork 1, 2, and
4 remain in data transmission until the payload drops to 0,
however, subnetwork 3 does not start data transmission in the
early time step until subnetwork 4 completes transmission.

Fig. 8. Comparisons of the cumulative rewards per training episode.

In conjunction with the observations revealed in Fig. 6 and
Fig. 7, we can find that all subnetworks have learned a more
beneficial policy by leveraging our approach and RSSI such
that channels can be fully utilized and the interference is
reduced as much as possible.

Furthermore, we also evaluate the convergence performance
of various algorithms. Fig. 8 compares the cumulative rewards
per training episode during the training process to investigate
the convergence performance of the compared three RL-based
method with 8 subnetworks and 6 channels. Intuitively, a good
reward function results in an efficient resource management
policy, which allows subnetworks to cooperate for faster data
transmission. In the training phase, the AC based method
has the worst performance on the cumulative reward and
convergence speed. This is mainly due to the fact that each
agent concentrates more on its own environment and reward,
without considering the impact of the global environment
on the stability of the training process and the impact of
cooperation among multiple agents on system performance.
Moreover, it reveals that MADDPG achieves faster cumu-
lative and better stability than AC, as MADDPG uses the
state and action information of all subnetworks to assist in
training for obtaining a cooperative policy for all subnetworks.
In addition, as revealed in Fig. 8, our proposed algorithm (GA-
Net) converges the fastest to the stable reward outperforming
AC, MADDPG, QMIX, GA-Net w/o Hard Attn and GA-
Net w/o Attn, and the Convergence reward is greater than
other algorithms. Because the state input is only RSSI instead
of detailed channel gain, each agent cannot get the full
interference information to take exact actions, thus it should
analyze the importance of the interference under the partial
observation.

The better performance can be attributed to the fact that the
resource management policy trained by our GA-Net approach
can extract more critical features, with fewer noise, from
other subnetworks that are possible to have stronger latent
interference.

In addition, we evaluate the reliability performance under
different subnetwork densities. The reliability of the transmis-
sion links is decided by the outage probability of subnetworks.
Fig. 9 exhibits the experimental results of the outage probabil-
ities under different subnetwork densities with fixed channel
bandwidth 100 KHz. The number of subnetworks varies from
4 to 20, and the number of channels is three quarters of
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Fig. 9. Outage probabilities under different subnetwork densities with fixed
channel bandwidth 100 KHz.

the number of corresponding subnetworks. We compare our
approach with the Random Baseline, dynamic greedy approach
and five other DRL-based approaches (i.e., AC, MADDPG,
QMIX, GA-Net w/o Hard Attn and GA-Net w/o Attn). For
dynamic greedy approach, every subnetwork selects the best
channel with the least RSSI without state exchange. When
the channel number is limited, all subnetworks will choose
the spare channels, which will lead to a crash with greedy
selection. It clearly can be seen from Fig. 9 that the outage
probabilities of seven algorithms increase as the number of
subnetworks grows except the greedy approach. This implies
that a higher density leads to lower reliability because more
subnetworks will lead to severer mutual interference. Evi-
dently, GA-Net, GA-Net w/o Hard Attn, GA-Net w/o Attn
and MADDPG have better performance than the other three
algorithms because these two approaches utilize the states
and actions of other subnetworks to assist in training policy
during the centralized training stage, which can solve the
problem of environmental instability and is conducive to better
cooperation between subnetworks. Moreover, when there are
4 subnetworks in the environment, QMIX has better perfor-
mance. However, as the number of subnetworks increases, the
outage probabilities rises sharply. Comparatively, our GA-Net
has the lowest outage rate, especially when the number of
subnetworks increases greatly, which is attributed to that
GAT-Net helps subnetworks concentrate on other subnetworks
with critical impact. As our method with GA-Net makes it
easier to learn the inherent topology structural information
of the environment, modeled as a graph, our approach can
extract critical interference features from RSSI. In addition,
for GA-Net w/o Hard Attn algorithm, when the number of
subnetworks is small, the outage probabilities have a slight
increase, but when the number of subnetworks is large, the
outage probabilities have a great increase. Evidently, the hard
attention will be more helpful to improve the performance
of GA-Net when there are more subnetworks. The GA-
Net w/o Attn algorithm has a relatively obvious drop in
outage probability under different numbers of subnetworks.
Therefore, the soft attention mechanism plays a key role in
the excellent performance of GA-Net.

Empirically, the reliability is an essential requirement in
5G and 6G systems. To better validate the reliability of our
framework, we evaluate the outage probability of subnetworks
under different bandwidth settings. With a fixed number of

Fig. 10. Different outage probabilities under fixed subnetwork density and
different channel bandwidth.

Fig. 11. The outage probabilities under different payload requirements.

channels, for a given outage probability, the more bandwidth
occupation means lower spectrum utility. Fig. 10 presents
the different outage probabilities of all five methods with
respect to different channel bandwidths. All the compared
algorithms are evaluated with 8 subnetworks 6 channels.
The channel bandwidth varies from 50 KHz to 500 KHz.
The simulation results show that the outage drops for all
methods as the channel bandwidth grows because higher
bandwidth will lead to faster transmitting speed. For a given
bandwidth, our GA-Net based algorithm achieves the least
outage probability, which convinces that our approach yields
the best reliability. In particular, this characteristic can reduce
the total bandwidth for subnetworks, so that there are more
spectrums left used for other services. It is worth noting
that the compared policy gradient algorithms (ie. MADDPPG,
GAT-NET, GAT-Net w/o Hard Attn and GAT-Net w/o Attn)
have achieved better performance than QMIX under different
bandwidth.

Quality of service (QoS) is a mechanism that works on
a network to control traffic and ensure the performance of
critical applications with limited network capacity. For conven-
tional algorithms, such as random baseline and DGA, the way
to implement QoS requirement is to offer ultra wide channel
bandwidth that can satisfy the most critical interference case.
Comparatively, our GA-Net can offer flexible channel capacity
with dynamic channel allocation under the constraint of band-
width limitation. Fig. 11 presents the experimental results of
the QoS-based allocation with 4 subnetowrks and 3 channels.
The scenario is the same as the one defined in Fig.6, but
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different subnetworks have different payload requirements,
which are 17K, 34K, 34K and 51K bits, respectively. The
results show that all subnetworks can transmit their target
payloads in 100 ms, which proves the good ability of our
GA-Net in building the network QoS policy for prioritized
services, and different QoS configurations can be implemented
only by GA-Net actor network update.

D. Discussion

Our proposed framework fully considers the potential rela-
tionships among mobile subnetworks. Compared with the
centralized schemes, our approach does not require global
knowledge, which greatly decreases both the signaling over-
head and the computational burden of the base station. For
other distributed methods, the ‘unavailable’ information like
source output power and the instantaneous channel gain should
be known, and can’t offer QoS service. Compared with these
schemes, our approach only uses RSSI at each spectrum band
as the state input to MARL, and this is more challenging
to take the correct actions from the continuously changing
total received power. It also can meet the flexible QoS target
for different subnetworks, which will bring great benefits for
communication. In addition, the benefits of our attention mech-
anism are also fully verified through the ablation experiments
compared with GA-Net w/o Hard Attn and GA-Net w/o Attn.
From the experimental results we can see that compared with
GA-Net w/o Attn, the outage probabilities of GA-Net w/o
hard Attn and GA-Net are significantly reduced, while the
outage probability of GA-Net is slightly smaller than that
of GA-Net w/o hard Attn, which proves the effectiveness
and efficiency of the attention mechanism. In summary, the
attention mechanism greatly enhances the performance of our
algorithm in two aspects. On the one hand, the hard attention
can exclude other subnetworks with little correlation, thus
decreasing the difficulty of reasoning the interaction relation
between subnetworks. One the other hand, the multi-head soft
attention can decouple and reason various potential interfer-
ence relations from different representation subspaces, so that
the subnetworks can aggregate high-level information about
other subnetworks that are most conducive to improving the
overall resource utilization.

VIII. CONCLUSION

This paper investigated the resource management problem
in mobile subnetworks, and formulated it as a distributed
MARL model to decrease the transmission failure rate of sub-
network. Moreover, our approach employs an attention-based
graph neural network to derive the potential interference
relationships among subnetworks aiming to help learn better
polices and decrease computing complexity. The experimental
results show that the subnetwork can coordinately choose
its channel and power level correctly, which only needs the
RSSI for each subnetwork, instead of requiring to get specific
channel gain between any two agents. Furthermore, com-
pared with the existing methods, our approach can not only
significantly improve convergence speed, but also drastically
reduce outage rate under the condition of different subnetwork

density. In addition, the policies learned by our approach have
been proven to improve the channel utilization through the
cooperative selection of channel and power level.
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